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Modulation

* We want to modulate digital data using signal sets
which are:
— bandwidth efficient
— energy etficient

» A signal space representation 1s a convenient form for
viewing modulation which allows us to:
— design energy and bandwidth efficient signal constellations

— determine the form of the optimal receiver for a given
constellation

— evaluate the performance of a modulation type



Problem Statement

We transmit a signal | s(¢) € {s1(7),52(1),...,sp1 (D)},
where s(¢) is nonzero only on 7 €[0,7].

Let the various signals be transmitted with
probability:

Pl = Pl‘[.?-l(f)],...,pM = Pl‘[SM(I)ﬂ

The recerved signal 1s corrupted by noise:

(1) = s(r)+ (1) >

Given 7(7), the recerver forms an estimate S(7) of
the signal s(z) with the goal of mmimizing symbol
error probability Py = Pr[3(¢)# s(r)]




Noise Model

The signal 1s corrupted by Additive White Gaussian
Noise (AWGN) n(#)

The noise n(7) has autocorrelation Gun(t)= &b(r)
and power spectral density @, ()= Ng/2

Any linear function of 7(#) will be a Gaussian
random variable

Channel
s(1) r(r)

n(t)




Signal Space Representation

* The transmitted signal can be represented as:

K

su(D) = ST i(t)
S (1) k:k()

where Smk = J‘Sm(f)fk(f)df.

0
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where . = [n(r) fic (1)t
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Signal Space Representation (continued)

* The recerved signal can be represented as:

/
K K K
r(t)= Zsm i fi(t)+ Zngfe(t)+n'(0) £ X fr(1)+7'(1)

k=1 k=1 k=1

where 7% = Sm ik Tk
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The Orthogonal Noise: n'(t)
e The noise »’(¢) can be disregarded by the recerver

/A /A
[ sy (On'(t)dt = I‘gfw(f)[”( ) Z”Af]x( )J
0 0 k=1

I' K K
= | ngle]x(r)[ () Z_”Af]x( )]df

0k=1 k=1
K I K A
= ngﬂjfﬂ(f)”( )dr— 2 Sm kk If;L ( )
k=1 0 k=1 0
K K
= 2 Sk — 2Sm kg =0
k=1 k=1






We can reduce the decision to a finite dimensional
space!

« We transmit a K dimensional signal vector:

@QQ@M@ @]E SToesS M|

* Wereceive a vector |r =[r,...,7g | = s+n| which 1s the
sum of the signal vector and noise vector n=|ny,...,ng|

*| Given r , we wish to form an estimate § of the
transmutted signal vector which minimizes P = Pr[8 = s]
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MAP (Maximum a posteriori probability) Decision
Rule

» Suppose that signal vectors {sj.....S7| are
transmitted with probabilities Pl P |
respectively, and the signal vector r 1s received

 We minimize symbol error probability by choosing

the signal s,, which satisfies Pr(s,,|r)= Pr(s;[r),vm =i

« Equivalently: p(r\sm)PI‘(Sm)>P(r‘si)Pr(sl")

p(r) > p(r) L, Vm#1

or | p(rfs,, ) Pr(s,, )= plrls; ) Pr(s; ), Vm =i




Maximum Likelihood (ML) Decision Rule

» It p1 == pyor the a prior1 probabilities are
unknown, then the MAP rule simplifies to the ML
Rule

* We minimize symbol error probability by choosing
the signal s;,, which satisfies p(rfs,,)= p(r]s; ), Vm #i




Evaluation of Probabilities

* In order to apply either the MAP or ML rules, we
need to evaluate: | p(rls,, )

e Since r=s, +n where S, 1S constant, 1t 1S
equivalent to evaluate: p(n)= p(ny,....n})

e n(f) 1sa Gaussia}l random process
— Therefore N = f”( r) fk(r) J¢ 18 a Gaussian random
variable 0 “

— Therefore p(;f;l . -:”K) will be a Gaussian p.d.1.



Final Form of MAP Receiver

* Multiplying through by the constant Ny/2

ﬂro K 1 K
| > l1‘1[pm]-|— 217 Sm.k 5 2 Sk
{S'l,..._,SMf} k=1 k=1
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Interpreting This Result

N
20 111[ pm]

€ noise 1s large, P;; counts a lot

re1ghts the a prior1 probabilities

— If the noise 1s small, our received signal will be an accurate
estimate and p,, counts less

K T
Z"‘chm,k = fsm(r)r(r)dr
k=1 0
— represents the correlation with the received signal
1 K 1L E
~ 2 S k2 == !5’m2(r)dr =17
211 2 0 2

— represents signal energy



An Implementation of the Optimal Receiver -
Correlation Recerver

Choose
Largest




Sitmplifications for Special Cases

ML case: All signals are equally likely (p1 =--=pr).
— A priori probabilities can be 1gnored.

» All signals have equal energy (E| =---= E ).
— Energy terms can be ignored.

« We can reduce the number of correlations by directly
implementing:
No r 1 K 9

K
S = argmax 5 111[ pm]-i— nycsmjk—g 2 S ke
{S'l_,...,Sﬁ(,f} k=1 k=1




Reduced Complexity Implementation:
Correlation Stage
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Reduced Complexity Implementation -

S JM, l

Processing Stage
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Matched Filter Implementation

« Assume fi(7) is time-limited to ¢ €[0,7], and let
hie(t)= fx (T ~1)

* Then ! I
e = (0 fie(0)dt = [r(0) f3e(T = (T = 1))dt
0 0
T
= [r(Oh (T =1)dt =r(1)® Iy (1)],_ 7
0

where 7(1)® iy (t),_, denotes the convolu}ion of
the signals r(z) and #hi(7) evaluated at time

* We can implement each correlation by passing r(¢)
through a filter with impulse response /i (?)



Matched Filter Implementation of Correlation

t=T1T
r(1 )= M (1) - 7
@
o r=n K |



Example of Optimal Receiver Design

* Consider the signal set:

s1(7)
+1
A
-1 1 2
s3(7)
+1
A
-1 2

s2(7)
+1
{
-1 11 2
s4(7)
+1
{




Example of Optimal Receiver Design (continued)

* Suppose we use the basis functions:

J10) J2A0)

+1 +1

a1l 1 2 41l 1 2

si(t)=1-f1(1) +1- f2(¢) sp(1)=1-f1() —1- f2(1)
s3(t) =—=1- f1(1) +1: f>(?) sa(t)y=—=1-f1(t)=1- f»(¥)
=2

EF1=Fy=E3=FE4=2



Ist Implementation of Correlation Receiver

.S‘l(f) ° 1¥()
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Reduced Complexity Correlation Receiver -
Correlation Stage



Reduced Complexity Correlation Recerver -
Processing Stage
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Matched Filter Implementation of Correlations

he(1) = S (2-1)
hy (1) h (1)

+1 +1
- 1 } > 1
| 2 | 2




Summary of Optimal Receiver Design

Optimal coherent receiver for AWGN has three parts:
— Correlates the received signal with each possible
transmitted signal signal

— Normalizes the correlation to account for energy

— Weights the a prior1 probabilities according to noise power
This recerver 1s completely general for any signal set
Simplifications are possible under many
circumstances



