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SyllabusSyllabus
• Wireless channels characteristics (7.5%) 1

• OFDM Basics (10%) 1

• Modulation and Coding (10%) 2
– Linear and nonlinear modulation 
– Interleavin\g and channel coding 
– Optimal bit and power allocation 
– Adaptive modulation 
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• Channel coding:
Transforming signals to improve communications performance by 

increasing the robustness against channel impairments (noise, 
interference, fading, ..)

• Waveform coding: Transforming waveforms to better waveforms
• Structured sequences: Transforming data sequences into better

sequences, having structured redundancy.
-“Better” in the sense of making the decision process less 

subject to errors.

What is channel coding?What is channel coding?



Error control techniquesError control techniques
• Automatic Repeat reQuest (ARQ)

– Full-duplex connection, error detection codes
– The receiver sends a feedback to the transmitter, saying that if any error is 

detected in the received packet or not (Not-Acknowledgement (NACK) 
and Acknowledgement (ACK), respectively).

– The transmitter retransmits the previously sent packet if it receives 
NACK.

• Forward Error Correction (FEC)
– Simplex connection, error correction codes
– The receiver tries to correct some errors 

• Hybrid ARQ (ARQ+FEC)
– Full-duplex, error detection and correction codes



Why using error correction coding?Why using error correction coding?

– Error performance vs. bandwidth
– Power vs. bandwidth
– Data rate vs. bandwidth
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Linear block codes Linear block codes 

• The information bit stream is chopped into blocks of k bits. 
• Each block is encoded to a larger block of n bits.
• The coded bits are modulated and sent over channel.
• The reverse procedure is done at the receiver.
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Linear block codes Linear block codes –– cont’dcont’d

• The Hamming weight of vector U, denoted by w(U), is the number of 
non-zero elements in U.

• The Hamming distance between two vectors U and V, is the number 
of elements in which they differ.  

• The minimum distance of a block code is 
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Linear block codes Linear block codes –– cont’dcont’d

• Error detection capability is given by

• Error correcting-capability t of a code, which is defined as the 
maximum number of guaranteed correctable errors per codeword, is
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Linear block codes Linear block codes –– cont’dcont’d

• For memory less channels, the probability that the 
decoder commits an erroneous decoding is

– is the transition probability or bit error probability over channel.

• The decoded bit error probability is 
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Example of the block codesExample of the block codes

8PSK

QPSK
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Convolutional codesConvolutional codes

• A Convolutional code is specified by three 
parameters                  or                   where

– is the coding rate, determining the number of 
data bits per coded bit.

• In practice, usually k=1 is chosen and we assume that from 
now on.

– K is the constraint length of the encoder and where the encoder 
has K-1 memory elements.

• There is different definitions in literatures for constraint 
length.
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Block diagram of the DCSBlock diagram of the DCS
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A Rate ½ Convolutional encoderA Rate ½ Convolutional encoder

• Convolutional encoder (rate ½, K=3)
– 3 shift-registers where the first one takes the incoming data bit and the 

rest, form the memory of the encoder. 

Input data bits Output coded bits
m

1u

2u

First coded bit

Second coded bit

21,uu

(Branch word)



A Rate ½ Convolutional encoderA Rate ½ Convolutional encoder
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A Rate ½ Convolutional encoderA Rate ½ Convolutional encoder
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State diagramState diagram

• A finite-state machine only encounters a finite number of 
states. 

• State of a machine: the smallest amount of information 
that, together with a current input to the machine, can 
predict the output of the machine.

• In a Convolutional encoder, the state is represented by the 
content of the memory.

• Hence, there are            states.
• A state diagram is a way to represent the encoder. 
• A state diagram contains all the states and all possible 

transitions between them.
• Only two transitions initiating from a state
• Only two transitions ending up in a state.

12 −K



State diagram State diagram –– cont’dcont’d
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Trellis Trellis 

• Trellis diagram is an extension of the state diagram that shows the 
passage of time.

– Example of a section of trellis for the rate ½ code
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Trellis Trellis ––cont’dcont’d

• A trellis diagram for the example code
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Trellis Trellis –– cont’dcont’d
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The Viterbi algorithmThe Viterbi algorithm

• The Viterbi algorithm performs Maximum likelihood 
decoding.

• It find a path through trellis with the largest metric 
(maximum correlation or minimum distance).

– It processes the demodulator outputs in an iterative 
manner. 

– At each step in the trellis, it compares the metric of 
all paths entering each state, and keeps only the path 
with the smallest metric, called the survivor, together 
with its metric.

– It proceeds in the trellis by eliminating the least likely 
paths.

• It reduces the decoding complexity to           !12 −KL



The Viterbi algorithm The Viterbi algorithm -- cont’dcont’d

• Viterbi algorithm:
A. Do  the following set up:

– For a data block of L bits, form the trellis.  The 
trellis has L+K-1 sections or levels and starts at 
time      and ends up at time          .

– Label all the branches in the trellis with their 
corresponding branch metric. 

– For each state in the trellis at the time      which is  
denoted by                            , define a parameter

B. Then, do the following:
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The Viterbi algorithm The Viterbi algorithm -- cont’dcont’d

1. Set                and 
2. At time    , compute the partial path metrics for 

all the paths entering each state.
3. Set               equal to the best partial path metric 

entering each state at time   . 
Keep the survivor path and delete the dead paths 
from the trellis.

1. If              , increase    by 1 and return to step 2.  
A. Start at state zero at time        . Follow the 

surviving branches backwards through the 
trellis. The path thus defined is unique and 
correspond to the ML codeword.
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--
cont’dcont’d

• Label al the branches with the branch metric (Hamming distance)
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--
cont’dcont’d

• i=2
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--
cont’dcont’d

• i=3
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--
cont’dcont’d

• i=4
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--
cont’dcont’d

• i=5
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--
cont’dcont’d

• i=6
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Example of Hard decision Viterbi decodingExample of Hard decision Viterbi decoding--cont’dcont’d

• Trace back and then:
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Generating the OFDM signal (1)Generating the OFDM signal (1)

• Symbol (QPSK) of sub-carrier i at time k
– Other symbol-alphabets can be used as well (BPSK, m-QAM)

• Baseband signal is generated by DSP
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Generating the OFDM signal (2)Generating the OFDM signal (2)
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OFDM System ModelOFDM System Model

• Multiplication of data symbols with (complex-valued) channel 
transfer-function:

x-N/2,k

 h-N/2,k  n-N/2,k
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