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10.3 Correction

Retransmission

Forward Error Correction

Burst Error Correction




Error Correction

correction of detected errors usually requires
data block to be retransmitted

not appropriate for wireless applications

o DIt error rate is high causing lots of retransmissions

o When propagation delay long (satellite) compared with
frame transmission time, resulting in retransmission of
frame in error plus many subsequent frames

Instead need to correct errors on basis of bits
received

error correction provides this
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How Error Correction Works

adds redundancy to transmitted message
can deduce original despite some errors

eg. block error correction code
e Map k bit input onto an n bit codeword
o each distinctly different

o If get error assume codeword sent was
closest to that received

means have reduced effective data rate
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Positions of redundancy bits in Hamming code
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Redundancy bits calculation
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Example of redundancy bit calculation

Data:
1001101

Wl Wl—H W|—=

e el e e B e s e D el e e

Code:
10011100101




Error detection using Hamming code

Corrupted

Y

0

Yy
01

The bit in position 7 is in error.




Burst error correction example

11117000011

10107011111
11111001100
01171011001
01171010110
01171001111

Received data

Direction of transmission

1 0 0 1

Data in transition

11111000011

10101011111
11111001100

01101011001
01101010110
01111001111

Data before being sent




Convolutional codes

Convolutional codes offer an approach to error control
coding substantially different from that of block codes.

o A convolutional encoder:

encodes the entire data stream, into a single codeword.

does not need to segment the data stream into blocks of fixed
Size (Convolutional codes are often forced to block structure by periodic

truncation).

IS @ machine with memory.
This fundamental difference in approach imparts a
different nature to the design and evaluation of the code.

o Block codes are based on algebraic/combinatorial
technigues.

« Convolutional codes are based on construction technigues.




Convolutional codes-cont’d

A Convolutional code Is specified by three
parameters or where
. IS the coding rate, determining the
number of data bits per coded bit.
In practice, usually k=1 Is chosen and we assume
that from now on.
e K IS the constraint length of the encoder a
where the encoder has K-1 memory elements.

There is different definitions in literatures for
constraint length.




Block diagram of the DCS

Information ., Rate I/n

Modulator
source / Conv. encoder

U=G(m)

%—/ _
Input sequence _(UI’UZ’U3""’Ui7°°°)
%/—/

Codeword sequence

m = (m,,m,,...,m.,...)

U = u,.u,.. u

I ] >¥ni

Branch word (n coded bits)

Information Rate 1/n
sink / Conv. decoder

7=(Z.,2,,Z,,...7.,...)
%/—/

received sequence

/ Demodulator

j— Zli,...,Zji,ooo,an'
%/—/

Demodulator outputs n outputs per Branch word

for Branch word i




A Rate 2 Convolutional
Convolutional enc%ge?fr)aqee}zﬁ, K=3)

o 3 shift-registers where the first one takes the
iIncoming data bit and the rest, form the memory of
the encoder.

SP

w { First coded bit
[ J
(Branch word)

Input data bits ——— > \% Output coded bits

[ )
K ) { Second coded bit

D




encoder

Message sequence:

Output 1 Output
(Branch word) (Branch word)




A Rate 2 Convolutional
encoder

(Branch Word:)

Encoder —




State diagram

A finite-state machine only encounters a
finite number of states.

State of a machine: the smallest amount of
iInformation that, together withi a current
Input to the machine, can predict the
output of the machine.

In a Convolutional encoder, the state Is
represented by the content of the memory.

Hence, there are states.




State diagram — cont’d

A state diagram is a way to represent the
encoder.

A state diagram contains all the states ana
all possible transitions between them.

Only two transitions initiating from a state
Only two transitions ending up in a state




State diagram — cont’d

Current
Output state

(Branch word)|

00 00
1/00

0

10

11




Trellis — cont’d

Trellis diagram is an extension of the state
diagram that shows the passage of time.
o Example of a section of trellis for the rate 2 code

State
0/00

1/11

0/11 ®
1/00

1/01 0/10

0/01
1/16




Trellis —cont’d

Tail bits
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Output bits
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0/00
1/11
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Trellis — cont’d

Input bits
|

Output bits
00

0/00
1/11

Tail bits

L 7

0/11 e
1/00

Oll(k

1/01
0/01




Example of Hard decision
Viterbi decoding

0/00 . 0/00 0/00
1/11 1/11 1/11

0/00 0/00

011 ¢ 011 o  0/11
0/10 1/00

1/01 ¢ 1/0 10/19 0/19

0/01 0/01
& o




Example of Hard decision
Viterbi decoding-cont'd

Label al the branches with the branch metric (Hamming
distance)
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Example of Hard decision
Viterbi decoding-cont'd




Example of Hard decision
Viterbi decoding-cont'd




Example of Hard decision
Viterbi decoding-cont'd




Example of Hard decision
Viterbi decoding-cont'd




Example of Hard decision
Viterbi decoding-cont'd




Example of Hard decision
Viterbi decoding-cont’d

Trace back and then:
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