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EC 421 STATISTICAL

COMMUNICATION THEORY

Instructor: Dr. Heba A. Shaban

Lecture # 6

1. Gaussian pdf (probability density function)

GAUSSIAN PROCESS

2. Bi-variate pdf (jointly Gaussian)

Correlation coefficient

-1 <  < 13. N-variate pdf (jointly Gaussian)
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PROPERTIES OF GAUSSIAN PROCESSES

Linear weighted sum of Gaussian RVs Another Gaussian RV

WHITE NOISE

 White  occupies all frequencies PSD is independent on
the operating frequency.

 Dimensions of N is watt per Hertz N =KT (K: Boltman Dimensions of No is watt per Hertz, No=KT (K: Boltman
const., T: equivalent noise temperature of the receiver )
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 Any two different samples of white noise no matter how
close they are will be uncorrelated.

 If white noise is Gaussian then they will also be
independent
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WHITE GAUSSIAN NOISE PROCESSES

 Definition. A random process N(t) is a white
Gaussian noise if:Gaussian noise if:

 N(t) is a WSS process satisfying:

1. (zero mean)

2. For any time instants t1 < t2 < … < tk, N(t1), N(t2), …,
N(tk) are independent Gaussian random variables.
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THE CHARACTERISTICS OF N(T)

(1) N(t) is a Gaussian random variable for any time 
instance t.instance t.

(2) Zero mean:

(3) The autocorrelation function:
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THE CHARACTERISTICS OF N(T)

(4) The power spectral density is flat:

 where N0 is the power per unit bandwidth of N(t).

(5) The average power is infinity:
7

WHITE GAUSSIAN NOISE (WGN)
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EXAMPLE

 Sum with a White Gaussian Noise. Suppose that N(t) is
a white Gaussian noise with power spectrum N0/2 . Wea white Gaussian noise with power spectrum N0/2 . We
also assume that X(t) and N(t) are joint WSS and
independent. Find the mean and the power spectral
density of Y(t).
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SOLUTION

 Mean:

 Autocorrelation: 
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SOLUTION

 Thus, Y(t) is WSS. The PSD of Y(t):
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IDEAL LOW PASS FILTERED (ILPF) WHITE NOISE

 A white Gaussian noise with zero mean and variance N0/2 is
applied to an ideal low pass filter of bandwidth B and
amplitude response of one.

N
 PSD of output Y(t) is:

 The autocorrelation is:
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 Autocorrelation maximum at  equal zero, it is equal NoB,
and passes through zero at =n/2B for n= integer values and
variance NoB.

 If noise is sampled at rate 2B then they are uncorrelated and
being Gaussian then statistically independent
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RC LOW PASS FILTERED WHITE NOISE

 The H(f) of RC filter is
fRCj

fH
21
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 The PSD of the o/p is

 The autocorrelation of the output is

 If noise is samples at rate 0.217/RC then they are
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p y
uncorrelated and being Gaussian then statistically
independent

EXAMPLE SINE WAVE PLUS WHITE NOISE

( ) cos(2 ) ( )X t A f t N t   

θ is uniformly distributed and N(t) is WGN.
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NOISE EQUIVALENT BANDWIDTH

 Output average power of I-LPF NoB

 Output average power of RC-LPF No/4RC

 Output average power of any filter N BH2(0) Output average power of any filter  NoBH2(0)

 Equivalent Bandwidth =
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NARROWBAND NOISE (NBN)

 Filters at the receiver have enough bandwidth to pass the
desired signal but not too big to pass excess noise.

 Narrowband (NB) center frequency is much bigger that Narrowband (NB) center frequency is much bigger that
the bandwidth.

 Noise at the output of such filters are called narrowband
noise (NBN).

 NBN has spectral concentrated about some mid-band
frequency  fc

Th l f ti f h NBN (t) i The sample function of such NBN n(t) appears as a sine
wave of frequency fc which modulates slowly in amplitude
and phase.
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SN(f)

PSD

fcfc fc+Bfc-B f
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