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EC 421 STATISTICAL

COMMUNICATION THEORY

Instructor: Dr. Heba A. Shaban

Lecture # 2

BINOMIAL RANDOM VARIABLES

Class of discrete random variables =
Binomial -- results from a binomial experiment.

A binomial random variable is defined as X=number 

1. There are n “trials” where n is determined in advance 
and is not a RANDOM value.

2. Two possible outcomes on each trial, called “success” 
and “failure” and denoted S and F

Conditions for a binomial experiment:

of successes in the n trials of a binomial experiment. 
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and “failure” and denoted S and F.

3. Outcomes are independent from one trial to the next.

4. Probability of a “success”, denoted by p, remains 
same from one trial to the next. Probability of “failure” is 
1 – p.
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FINDING BINOMIAL PROBABILITIES
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p = probability win  = 0.2;  plays of game are 
independent.

X = number of wins in three plays. 

What is P(X = 2)? 

Example: Probability of Two Wins in Three Plays
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EXPECTED VALUE AND STANDARD DEVIATION

FOR A BINOMIAL RANDOM VARIABLE

For a binomial random variable X based 
on n trials and success probability p, 
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EXAMPLE: CRV - TIME SPENT WAITING FOR BUS

Bus arrives at stop every 10 minutes. Person arrives at
stop at a random time, how long will s/he have to wait?

X = waiting time until next bus arrives.

X is a continuous random variable over 0 to 10
minutes.

Note: Height is 0.10
so total area under the
curve is (0.10)(10) = 1

This is a uniform
distribution, thus area of
rectangle = w x h (there is

5

This is an example of a 
Uniform random 
variable density 
curve

a correspondence between
area and probability

EXAMPLE: WAITING FOR BUS (CONT)
What is the probability of waiting time X was in the
interval from 5 to 7 minutes?

Probability = area under curve between 5 and 7

= (base)(height) = (2)(.1) = .2

P(a ≤ X ≤ b) is the
area under the
density curve over
th i t l b t

6

the interval between
values a and b
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NORMAL RANDOM VARIABLES

If a population of measurements follows a
normal curve and if X is the measurement fornormal curve, and if X is the measurement for
a randomly selected individual from that
population, then

X is said to be a normal random variable

X is also said to have a normal distribution
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Any normal random variable can be completely
characterized by its mean, m, and standard
deviation, s.

NORMAL DISTRIBUTIONS (OF NORMAL RANDOM

VARIABLES)

Just as there are many different uniformy
distributions (with different ranges of values), there
are also many different normal distributions, with
each one depending on 2 parameters: the
population mean and population SD.

The standard normal distribution is a normal
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The standard normal distribution is a normal
probability distribution that has a mean = 0
and a SD = 1.0, and the total area under its
density curve = 1.0
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EXAMPLE NORMAL CURVES (HEIGHTS; MALES; 
FEMALES)

Men:
µ = 69.0
 =   2.8

Women:
µ = 63.6
 =   2.5

9

69.063.6
Height (inches)

STANDARD SCORES

The formula for converting any value x
to a z-score isto a z score is








x

z
deviation Standard

MeanValue

A z score measures the number of standard

10

A z-score measures the number of standard 
deviations that a value falls from the mean.
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EXAMPLE STANDARD SCORES FOR HEIGHT

For a population of college women, the z-
score corresponding to a height of 62 inches is

Thi t ll th t 62 i h i 1 11 t d d

11.1
7.2

6562

deviation Standard

MeanValue






z
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This z-score tells us that 62 inches is 1.11 standard
deviations below the mean height for this population.

EXAMPLE: PROBABILITY Z > 1.31 

P(Z > 1.31) = 1 – P(Z  1.31) 

= 1 – .9049 = .0951

12
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EXAMPLE: PROBABILITY Z IS BETWEEN

–2.59 AND 1.31 

P(-2.59  Z  1.31) 

( ) ( )= P(Z  1.31) – P(Z  -2.59) 

= .9049 – .0048 = .9001
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EXAMPLE:

 If thermometers have an average (mean) reading of 0
degrees and a standard deviation of 1 degree fordegrees and a standard deviation of 1 degree for
freezing water and if one thermometer is randomly
selected, find the probability that it reads freezing
water between 0 degrees and 1.58 degrees.

P ( 0 < x < 1.58 ) =

0     1.58

P ( 0  x  1.58 ) 
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USING SYMMETRY TO FIND THE AREA

TO THE LEFT OF THE MEAN

Because of symmetry, these areas are equal.

(a) (b)

0.4925 0.4925

0 0

NOTE: Although a  z-score can be negative, the area under the 
curve (or the corresponding probability) can never be negative.

Equal distance away from 0 z = 2.43z = - 2.43

95% within 
2 standard deviations

99.7% of data are within 3 standard deviations of the mean

THE EMPIRICAL RULE

STANDARD NORMAL DISTRIBUTION: µ = 0 AND S = 1

68% within
1 standard deviation

x - 3s x - 2s x - s x x + 2s x + 3sx + s

34% 34%

0.1% 0.1%

2.4% 2.4%

13.5% 13.5%
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PROBABILITY OF HALF OF A DISTRIBUTION

0.5

0

FINDING THE AREA TO THE RIGHT OF Z = 1.27

Value  found
in Table

0.3980 This  area  is  
0.5 - 0.3980 = 0.1020

0 z = 1.27
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FINDING THE AREA BETWEEN Z = 1.20  AND Z = 2.30

0.4893 (from Table  with z = 2.30)

0.3849

Area  A  is  0.4893 - 0.3849 =  

0.1044

A

0 z = 1.20 z = 2.30

CUMULATIVE DISTRIBUTION FUNCTION
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PROPERTIES OF Q(.) FUNCTION

2


