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Abstract— With the development of the computer technology, the 
virtual machine has been become the main research topic. 
Understanding of the current technology and future trends of 
virtual machine system greatly help to improve the service 
performance of system. Therefore, we describe the current 
technology and present the future trends of virtual machine 
system in the paper. In the current technology of virtual machine 
system, we mainly describe the virtualization technology, the 
resource scheduling technology, the migration technology, the 
security technology and the performance evaluation technology. 
In the future trends of virtual machine system, we mainly present 
an overview of the future CPU architecture, the management 
mode of future memory and resource, the future maintaining 
method of system security and the performance evaluation 
method of future multiple virtual machine system. 
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I. INTRODUCTION

With the development of the computer technology, the 
virtual machine has been become the main research topic. By 
using the virtual technology, the computer system can 
aggregate all kinds of data resources, software resources and 
hardware resources and make these resources to provide 
service for different tasks. Moreover, the virtualization 
technology can separate hardware and software management 
and provide useful features including performance isolation [1], 
server consolidation and live migration [2]. In addition, the 
virtual technology can also provide portable environments for 
the modern computing systems [3]. Therefore, the new 
computing theorem and model that the virtualization 
technology embodies has very widespread use. 

In generally, the architecture of virtual machine system can 
be shown in Figure 1. In the architecture, multiple virtual 
machines (VMs) share the same “physical machine”, or host. 
At the lowest level, right above the hardware layer, the host OS 
kernel or virtual machine monitor (VMM) provides resource 
allocation to virtual machines. With each virtual machine, 
several tasks (or services) run on top of the “guest” OS which 
in turn provides the customary set of high-level abstractions 
such as file access and network support to applications running 
on the virtual machines. In fact, a virtual machine (VM) is a 
logical machine having almost the same architecture as a real 
host machine, running an operating system in it. A virtual 

machine system runs multiple virtual machines, each of which 
may run an operating system, in a single real host machine. 
Virtual machine allows users to create, copy, save (checkpoint), 
read and modify, share, migrate and roll back the execution 
state of machine with all the ease of manipulating a file. This 
flexibility provides significant value for users and 
administrators.  

Figure 1.  Architecture of virtual machine system 

In a virtual machine system, the virtualization technology, 
the resource scheduling technology, the migration technology 
and the security technology play some key roles in determining 
the overall fairness and performance characteristics of the 
virtualized system. Traditionally, the virtual machine system 
has focused on fairly sharing the processor resources among 
domains. However, this can cause poor and/or unpredictable 
the quality of service of system. With the rapid growth of 
hardware and software resources, the performance evaluation 
of resource service in virtual machine system is becoming 
more and more important. Therefore, it becomes a key factor to 
improve the service performance of virtual machine system. 

In this paper, we try to describe the current technology and 
present the future trends of virtual machine system. In the 
current technology of virtual machine system, we will mainly 
describe the virtualization technology, the resource scheduling 
technology, the migration technology, the security technology 
and the performance evaluation technology. In the future trends 
of virtual machine system, we will mainly present an overview 
of the future CPU architecture, the management mode of future 
memory and resource, the future maintaining method of system 
security and the performance evaluation method of future 
multiple virtual machine system. 

The rest of this paper is organized as follows: Section 2 
describes the current technology of virtual machine system. 
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Section 3 presents the future trends of virtual machine system. 
Finally, Section 4 presents some conclusion. 

II. CURRENT TECHNOLOGY

Currently, the virtualization technology, the resource 
scheduling technology, the migration technology, the security 
technology and the performance evaluation technology have 
become the key technologies of virtual machine system. In 
order to understand the development state of virtual machine 
system, these key technologies are shown as follows, 
respectively.

A. Virtualization 
Virtualization was first developed in 1960’s by IBM 

Corporation, originally to partition large mainframe computer 
into several logical instances and to run on single physical 
mainframe hardware as the host. By day to day development, 
virtualization technology has rapidly attains popularity in 
computing. In fact, it is now proven to be a fundamental 
building block for today’s computing. 

The virtualization layer is the software responsible for 
hosting and managing all virtual machines on virtual machine 
monitor. Currently, virtualization approaches use either a 
hosted, or hypervisor architecture [4]. A hosted architecture 
installs and runs the virtualization layer as an application on 
top of an operating system, and supports the broadest range of 
hardware configurations. In contrast, hypervisor architecture 
installs the virtualization layer directly on a clean x86-based 
system. Depending on the needs and goals of the computer, 
some alternative techniques which provide for handling 
sensitive and privileged instructions to virtualize the physical 
resources are discussed as follows: 

1) Full Virtualization: In this approach, kernel codes are 
translated to replace non-virtualizable instructions with new 
sequences of instructions that have the required effect on the 
virtual hardware. The guest OS is not aware it is being 
virtualized and requires no modification. The hypervisor 
simulates several logical instances of completely independent 
virtual computers possessing its own virtual resources. It 
translates all operating system instructions on the fly and 
caches the results for future use, while user level instructions 
run unmodified at native speed. The virtual resources included 
I/O ports and DMA channels. Therefore, each virtual machine 
can run any operating system supported by the underlying 
hardware. [5]. 

In Full Virtualization, the I/O devices are allotted to the 
guest machines by imitating the physical devices in the virtual 
machine monitor; interacting with these devices in the virtual 
environment are then directed to the real physical devices 
either by the host operating system driver or by the "hypervisor 
driver [5]". Therefore, Full virtualization can offer the best 
isolation and security for virtual machines; it simplifies 
migration and portability as the same guest OS instance can run 
on a virtualized or native hardware. 

2) Paravirtualization: In this approach, the running guest 
OS should be modified in order to be operated in the virtual 

environment. Unlike full virtualization, Paravirtualization is a 
subset of server virtualization, which provides a thin software 
interface between the host hardware and the modified guest 
OS. Paravirtualization involves modifying the OS kernel to 
replace non-virtualizable instructions with hypercalls that 
communicate directly with the virtualization layer hypervisor. 
Moreover, the virtual machine monitor is simple which allows 
paravirtualization to achieve performance closer to 
nonvirtualized hardware.  

Xen [4] is an example of Paravirtualization. It virtualizes 
the processor and memory using a modified Linux kernel and 
virtualizes the I/O using custom guest OS device drivers. 
Modifying the guest OS to enable Paravirtualization is 
relatively easy, compared to Full Virtualization. 

3) Hardware Assisted Virtualization: Hardware assisted 
virtualization is a new CPU execution mode. In the new CPU 
execution mode, the VMM is allowed to run in root mode. 
Moreover, this mode allows privileged and sensitive calls to 
automatically trap to the hypervisor, removing the need for 
either binary translation or Paravirtualization. When Intel and 
AMD released their processors with inbuilt hardware which 
supports virtualization, the mode has recently gains attention. 
In addition, the hardware support virtualization architecture 
creates a trusted "root mode" and an untrusted "non-root 
mode". [6] in this mode. There is an example AMD-V [7] 
which supports hardware assisted virtualization. 

4) Resource Virtualization: In a virtualizing system, 
"storage volumes, name spaces and the network resources" is 
regarded as resource virtualization [8]. There are various 
approaches to perform resource virtualization. For example, 
individual components may aggregated into a larger resource 
pool and a single resource such as disk space can partied into 
number of smaller and easily accessible resources of same 
type. In fact, storage virtualization is a form of resource 
virtualization, where a logical storage is created by abstracting 
all the physical storage resources that are scattered over the 
network. First the physical storage resources are aggregated to 
form a storage pool which then forms the logical storage. This 
logical storage which is the aggregation of scattered physical 
resources appears to be a single monolithic storage device to 
the user. The other resources virtualization is similar to the 
storage virtualization. 

B. Migration 
There are many reasons for the migration of a virtual 

machine, corresponding memory and file system. For example, 
from the point of view of a system administrator, the ability to 
migrate an entire virtual machine across hardware simplifies 
the issue of server maintenance. An operating system can be 
migrated by the administrator to a secondary and take the 
primary machine offline for servicing purposes, which contains 
a web server running on a primary machine. In order to 
improve the reliability of virtual machine system, the migration 
technology of virtual machine, the memory migration 
technology and the file system migration technology are 
presented. These technologies can be simply shown as follows. 
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1) Virtual Machine Migration: In this section, some 
different architecture will be briefly described, which have 
implemented virtual machine migration techniques. These 
technologies can be described as follows. 

Xen is an x86 virtual machine monitor. In this virtual 
machine monitor, multiple commodity operating systems are 
allowed to share conventional hardware in a safe and resource 
managed fashion. The Xen hypervisor (the VMM) has direct 
access to the hardware, above which are the Xen domains 
(VMs) running guest OS instances. Each guest OS uses a pre-
configured share of physical memory. A privileged domain 
called Domain0 (or Dom0), performs the tasks to create, 
terminate or migrate other guest VMs. Xen uses a send/recv 
model based on capabilities for transfer of states across VMs, 
implementing a standard “two-sided” interface. 

Zap describes a novel system for transparent migration of 
applications [9]. It supports transparent migration of legacy and 
networked applications and provides a thin virtualization layer 
on top of the operating system that introduces a Process 
Domain (pod) abstraction. In this kind of system, each pod 
represents a process group with the same virtualized view of 
the system and a private namespace. This virtualized view 
associates virtual identifiers with OS resources such as PIDs 
and network addresses. This decouples processes in a pod from 
host dependencies, and forms the basic unit of migration.  

In [10], the authors suggest a different approach to 
migrating virtual machines. Instead of traditional host driven 
migration, the authors propose self-migration of virtual 
machines and claim there are additional benefits when virtual 
machines are migrated in this manner. For example, there 
would be less overhead incurred from communication between 
the VMM and the virtual machine as well as increased security 
benefits. The network and CPU cost of performing the 
migration is attributed to the guest OS, rather than to the host 
environment. Portability is another benefit of self migration. 
Since migration happens without hypervisor involvement, this 
approach is less dependent on the semantics of the hypervisor 
and can be ported across different hypervisors and 
microkernels.

2) Memory Migration: In a virtual machine system, 
memory migration is one of the most important aspects of 
virtual machine migration. In general, the memory migration 
can be classified into three phases: namely push phase, stop-
and-copy phase and pull phase. In the push phase, the source 
virtual machine continues running while certain pages are 
pushed across the network to the new destination. To ensure 
consistency, the pages modified during the transmission 
process must be re-sent. In the stop-and-copy phase, the 
source virtual machine is stopped, pages are copied across to 
the destination virtual machine, and then the new virtual 
machine is started. In the pull phase, the new virtual machine 
starts its execution, and if it accesses a page that has not yet 
been copied, this page is faulted in, across the network from 
the source virtual machine. 

Practical solution paradigms include schemes incorporating 
mostly one or two of the above phases. For example, Internet 
suspend-resume technique uses pure stop-and-copy as its 

memory migration paradigm. In addition, this technique 
applies certain basic heuristics in order to reduce the content to 
be migrated. Similarly, pure demand-migration technique uses 
stop-and-copy to transfer essential kernel data structures to the 
destination, which is based on page faults at the site being 
transferred to. Pre-copy technique incorporates iterative push 
phases and a stop-and-copy phase which lasts for a very short 
duration [10]. In short, the pages to be transferred during round 
‘n’ are only the ones dirtied during round ‘n-1’. But there will 
always be a certain set of pages which are being updated so 
frequently that they can never be served by pure pre-copy 
iterations. 

C. Resource Scheduling 
 In the virtual machine system, system resources are 

managed and controlled by a virtual machine monitor. Each 
virtual machine schedules the system resources for different 
tasks by using some resource scheduling algorithms, which are 
provided by the virtual machine monitor. These resource 
scheduling algorithms can be simply shown as follows. 

The borrowed virtual time (BVT) scheduling algorithm is 
described in [11]. The essential of this algorithm is fair-share 
scheduler based on the concept of virtual time, dispatching the 
runnable virtual machine (VM) with the smallest virtual time 
first. Moreover, the algorithm provides low-latency support for 
real-time and interactive applications by allowing latency 
sensitive clients to “warp” back in virtual time to gain 
scheduling priority. The client effectively “borrows” virtual 
time from its future CPU allocation. 

The Simple Earliest Deadline First (SEDF) scheduling 
algorithm is presented in [12]. In this algorithm, each domain 
specifies its CPU requirements. After all runnable domains 
receive their CPU share, SEDF will distribute this slack time 
fairly manner. In fact, the time granularity in the definition of 
the period impacts scheduler fairness.  

The Credit Scheduling algorithm is described in [13]. It is 
Xen’s latest proportional share scheduler featuring automatic 
load balancing of virtual CPUs across physical CPUs on an 
SMP host. Before a CPU goes idle, it will consider other CPUs 
in order to find any runnable virtual CPU (VCPU). This 
approach guarantees that no CPU idles when there is runnable 
work in the system. 

In [14], the authors present a novel virtual I/O scheduler 
(VIOS) that provides absolute performance virtualization by 
being fair in sharing I/O system resources among operating 
systems and their applications, and provides performance 
isolation in the face of variations in the characteristics of I/O 
streams. In the scheduler, the VIOS controls the coarse-grain 
allocation of disk time to the different operating system 
instances and the output scheduler may determine the fine-
grain interleaving of requests from the corresponding operating 
systems to the storage system. 

D. Security
In a virtual machine system, the computer that is being 

virtualized is vulnerable to all the traditional attacks and 
exploits that are common to the normal environment. Therefore, 
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the security expectations are higher in the virtual machine 
system than that in normal environment. Moreover, there are 
possible points of entry, more holes to patch and more 
interconnection points in the virtual machine system. In order 
to ensure the security of virtual machine system, some security 
mechanisms and methods are presented. These security 
mechanisms and methods can be described as follows. 

An experience of use of virtual machines for the security of 
systems was described in [15]. In the paper, Revirt is defined as 
an intermediate layer between the monitor and the host system, 
and the captured data is sent to the host system through the 
syslog process (the standard UNIX logging daemon) of the 
virtual machine. However, if the virtual system is compromised, 
the log messages can be manipulated by the invader and 
consequently are no more reliable. A VMI-IDS (Virtual 
Machine Introspection Intrusion Detection System) is 
described for searching intrusion evidences in [16]. In the 
system, the virtual machine executes directly on top of the 
hardware and the intrusion detection system executes in a 
privileged virtual machine and scans data extracted from the 
other VMs. The Secure Hypervisor (sHype) project [17] aims 
to support controlled sharing of resources between VMs on a 
platform, such as memory, CPU cycles, and network 
bandwidth. The above mentioned projects didn’t consider the 
security of the VMM itself. 

E. Performance Evaluation 
With the development of virtual machine technology, the 

performance of virtual machine begins to be widely concerned. 
In order to research the performance of virtual machine, people 
present a lot of methods and make a great progress. These 
methods involve a lot of fields of virtual machine system. They 
can be simply shown as follows. 

Menasc´e presents an analytic performance model for the 
general virtualized systems [18]. In the analytic performance 
model, the author uses an analytic queueing method to evaluate 
the performance of virtual environments. Bolker and Ding [19] 
discusses the analytic queuing models for the virtualized 
system. They focused on the models on processor utilization 
and finally tested their model to study the VMware by a 
benchmark. In [20], Menon et al present a diagnosing 
performance overhead method about resource scheduling in the 
xen virtual machine environment. In this method, a toolkit is 
used to analyze performance overheads incurred by networking 
applications running in Xen VMs. The toolkit enables 
coordinated profiling of multiple VMs in a system to obtain the 
distribution of hardware events such as clock cycles and cache 
and TLB misses. In [21], the authors analyze and compare the 
CPU schedulers in the Xen virtual machine monitor (VMM) in 
the context of traditional workload managers. They use the 
open source Xen virtual machine monitor to perform a 
comparative evaluation of three different CPU schedulers for 
virtual machines and analyze the impact of the CPU scheduler 
and resource allocation on application performance. In [22], the 
monitoring method is used to evaluate the performance of a 
virtualization system. In the monitoring method, xm and 
Xenoprof are powerful tools to realize system profiling. In [23], 
Baba et al. proposes a disk access throughput evaluation 
method in virtual machine environments where multiple 

independent virtual machines share a common physical shared 
disk drive. In [24], Ye et al. provide a framework to analyze the 
performance of virtual machines system, which is based on the 
queueing network models. In the framework, the virtual 
machines either do not run at all or just monitor the virtual 
machines instead of the hypervisor. 

III. FUTURE TRENDS

Owing to most modern CPU architecture were not designed 
to be virtualizable, the development of virtual machine 
technology is very slowly. Only a new execution mode is 
added to the processor, Intel with its Vanderpool technology 
and AMD with its Pacifica technology can support for x86 
CPU virtual machine monitors. The new processor can let a 
VMM safely and transparently use direct execution for running 
virtual machines. In order to improve performance, it is 
necessary for the future mode to reduce both the traps needed 
to implement virtual machines and the time it takes to perform 
the traps. Only these technologies become available, direct-
execution-only virtual machine monitors could be possible on 
x86 processors.  

Resource management holds great promise as an area for 
future research. Much work remains in investigating ways for 
virtual machine system and guest operating systems to make 
cooperative resource management decisions. In addition, 
research must look at resource management at the entire data 
center level, and we expect significant strides will be made in 
this area in the coming decade. 

With the rapid growth of hardware and software resources, 
the management about virtual machine system is becoming 
more and more difficult. Moreover, the question that people 
needs to solve is becoming more and more complicated. 
Moreover, the utilization ration and the service performance of 
resource will reduce with the growth of the scale of computer 
system. Thus, there are two inconsistent factors between how 
to expand the scale of the computer system and how to 
improve the utilization ration and the real-time performance of 
resource service. In order to schedule the system resource and 
efficient improve the service performance of resource, it is 
necessary for the future mode to built a real time interactive 
strategy for the multiple virtual machine system in different 
virtual machine monitors. 

In a virtual machine system, the security of system main 
involves the security of the host and the hypervisor. If the host 
or the hypervisor is compromised then the whole security 
model is broken. Attacks against the hypervisor will become 
more popular among the attackers realm. Therefore after 
setting up the environment, it should be taken to ensure that the 
hypervisor is secure enough to the newly emerging threats, if 
not patches has to be done. Patches should be done frequently 
so that the risk of hypervisor being compromised will be 
avoided.  

Although current some performance monitoring methods 
can monitor or predict the performance of virtual machine, they 
will confront a lot of difficulties in multiple virtual machine 
system because there are some different in the virtual machine 
system and the multiple virtual machine system, such as the 
state of resource scheduling and the processes of task 
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processing. In order to overcome these disadvantages, some 
new performance evaluation model, performance monitoring 
methods should be developed for the multiple virtual machine 
system. 

IV. CONCLUSION

The paper describes the current technology and presents the 
future trends of virtual machine system. In the current 
technology of virtual machine system, we mainly describe the 
virtualization technology, the resource scheduling technology, 
the migration technology, the security technology and the 
performance evaluation technology. In the future trends of 
virtual machine system, we mainly present an overview of the 
future CPU architecture, the management mode of future 
memory and resource, the future maintaining method of system 
security and the performance evaluation method of future 
multiple virtual machine system. 
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